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Abstract Related Work: Large Computational Cost

Method: Switching Funnel UNITER (SFU)

Building Dataset for DREC: ALFRED-fc

◼ Both target objects and destinations can be predicted individually using a single model, which reduces the computational cost

☺ (= 𝑂(𝑀 + 𝑁))

◼ Based on ALFRED [Shridhar+, CVPR20] (= Standard VLN benchmark)

◼ Task: Dual Referring Expression Comprehension (DREC)

◼Quantitative Results

Experimental Results

Method Accuracy [%]

extended TdU [Ishikawa+, RA-L21] 79.4 ± 2.76

Ours (w/o multi-task learning) 76.9 ± 2.91

Ours (w/o zero filling in Switcher) 80.4 ± 5.31

Ours (SFU) 83.1 ± 2.00

True Label (Boolean): 𝑦 = 𝑦targ ∩ 𝑦dest

Predicted Label (Boolean): ො𝑦 = ො𝑦targ ∩ ො𝑦dest

◼Qualitative Result (True Positive)

Instruction: “Move the soap from the shelves to the metal rack.”

+3.7

Dataset size (train : valid : test) # Images # Instructions # Unique words # Average words

5748 (4420 : 642 : 686) 1099 3452 646 8.4

Input:

1. Instruction for Fetch & Carry

2. Candidate Target Object Region

3. Candidate Destination Region

4. Other Object Regions

Candidate Target Object / Candidate Destination

Instruction: “Move the frying pan to the white table.”

Captured images before grasping objects and after placement

Masked objects after placement

Output:

A predicted probability that both

the candidate target object and

the candidate destination match

Ground Truth (GT)

MTCM

[Magassouba+, RA-L19]

Identifies target object from instruction and 

whole image

Target-dependent UNITER (TdU)

[Ishikawa+, RA-L21]

Introduced the transformer attention mech-

anism based on UNITER [Chen+, ECCV20]

𝑀: Number of candidate

target objects

𝑁: Number of candidate

destinations

 Time complexity for inference: 𝑂(𝑀 × 𝑁)
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“Move the frying pan 

to the white table.”

Target

task

Multimodal language understanding method that compre-

hends object fetching and carrying instructions

Novelty Introduce a Switcher module and multi-task learning so that 

both target objects and destinations can be predicted 

individually using a single model

Results Outperformed the baseline method in classification accuracy

on the newly-built dataset

Multi-task learning: 

Weighted sum of BCE loss

ℒ = 𝜆targℒtarg + 𝜆destℒdest

1 2 𝑗・ ・ ・ 𝑀・ ・ ・

1 2 𝑘・ ・ ・ 𝑁・ ・ ・

Selects the predicted probability 

according to the mode

Step 1:

Step 2:
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Switcher: Conditioning on the prediction target (= mode),

by filling in unnecessary input to zero
𝒙targ, 𝒙dest = ቊ

(𝒙targ, 𝟎) if target mode

(𝟎, 𝒙dest) if destination mode

: Candidate Regions

: GT of Target Object

: GT of Destination

◼ Goal: Finding the maximum likelihood pair
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